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a b s t r a c t

Human face detection plays an important role in a wide range of applications such as face recognition,
surveillance systems, video tracking applications, and image database management. In this paper, a novel
fuzzy rule-based system for pose, size, and position independent face detection in color images is pro-
posed. Subtractive clustering method is also applied to decide on the numbers of membership functions.
In the proposed system, skin-color, lips position, face shape information and ear texture properties are the
key parameters fed to the fuzzy rule-based classifier to extract face candidate in an image. Furthermore,
the applied threshold on the face candidates is optimized by genetic algorithm. The proposed system
consists of two main stages: the frontal/near frontal face detections and the profile face detection. In the
first stage, skin and lips regions are identified in HSI color space, using fuzzy schemes, where the distances
of each pixel color to skin-color and lips-color clusters are applied as the input and skin-likelihood and
ubtractive clustering
eometric moment

lips-like images are produced as the output. Then, the labeled skin and lips regions are presented to both
frontal and profile face detection algorithms. A fuzzy rule-based containing the face and lips position
data, along with the lips area and face shape are employed to extract the frontal/near frontal face regions.
On the other hand, the profile face detection algorithm uses a geometric moments-based ear texture
classification to verify its outcomes. The proposed method is tried on various databases, including HHI,
Champion, Caltech, Bao, Essex and IMM databases. It shows about 98, 96 and 90% correct detection rates

tal, n
over 783 samples, in fron

. Introduction

Automatic detection of human faces has been the topic of many
esearches for decades. Human face detection is also becoming a
ery important part of many applications, such as face recogni-
ion, video surveillance and security control systems, intelligent
uman–computer interface, content-based image retrieval, mul-
imedia applications on web like video conferencing, and face
atabase management.

The goal of the face detection algorithm is to identify the loca-
ion of all human faces in a given image. Although this issue is so
asy for a man brain, it still remains a challenging and difficult
roblem for a computer. Difficulties such as differences between
arious facial expressions, image orientation, presence or absence

f structural components (e.g. bread, mustaches and glasses), imag-
ng conditions such as lighting (e.g. spectra, source distribution and
ntensity), camera characteristics (e.g. sensor and lens response)
an be mentioned. Again, occlusion, which means that some faces
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ear frontal and profile face images, respectively.
© 2010 Elsevier B.V. All rights reserved.

may be partially occluded by other objects in an image with a group
of people, can be a serious problem.

Face detection algorithms utilize some particular techniques
such as neural networks, support vector machines, hidden Markov
model, Adaboost, Hough transform, template matching, principle
component analysis, color, texture and facial features analysis to
get through an acceptable performance [1]. Each of the mentioned
techniques has its own advantages and disadvantages. For instance,
neural networks, which have been applied in many pattern recogni-
tion and autonomous robot driving problems, can be trained easily
to capture the complex class conditional density of face pattern;
still, network architecture has to be extensively tuned to achieve
an exceptional performance and it is designed to perform a par-
ticular task, e.g. to locate only frontal faces in gray scale images
[2].

Another technique is skin-color analysis. In color images, skin-
color segmentation is one the key feature in many face detection
algorithms. Typically when skin-color is utilized as a feature in face

detection, two main points should be considered: choosing color
space and, modeling of the skin-color distribution.

The choice of color space is considered as the primary step in
skin-color segmentation. The RGB color space is the default color
space for most available imaging system. Any other color spaces
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ould be calculated by a linear or non-linear, one-to-one transfor-
ation from RGB and vice versa. Several color spaces have been

roposed for skin detection. The most widely used color spaces are
lassified as [3]:

Basic color spaces (RGB [4], normalised RGB [5], CIE-XYZ).
Perceptual color spaces (HSI, HSV [6], HSL, TSL).
Orthogonal color spaces (YCbCr [7], YIQ, YUV, YEs).
Perceptually uniform color spaces (CIE-Lab and CIE-Luv).
Others (Mixture spaces, color ratio spaces).

After choosing a suitable color space, the decision rule to dis-
riminate between skin and non-skin pixels should be carried out.
o achieve that goal, four groups of skin modeling methods are
tilized [8] including: explicitly defined skin regions, parametric
nd nonparametric skin distribution modeling, and dynamic skin
istribution models. Although, color information is a useful tool to

dentify facial area, skin-color models are not effective where the
pectrum of the light source varies significantly [3].

Hsu et al. [7] proposed a face detection algorithm based on
lighting compensation technique and a non-linear color trans-

ormation that can be applied in a wide range of the skin-color.
nfortunately, this algorithm could not detect faces with all kind of
oses. In fact, many of work in face detection domain are dedicated
o special kind pose. However, Jing et al. [9] proposed a system to
etect face under various environment and poses, which combines
he shape, color, and lighting distribution information.

In a real environment, the face detection problem involves two
ain challenges including: variable conditions and diversity of

uman faces; as well as uncertainty of the basic face features such
s, skin and lips-color, and face shape. In this paper, a novel pose
nvariant face detection system is developed, using several accu-
ately designed Fuzzy Inference Systems (FIS) which is supposed to
uccessfully overcome the complexity of the face detection prob-
em. The proposed system contains four FIS’s which try to utilize
he most reliable features: color information for skin and lips region
egmentation; face shape, area and relative position of detected lips
egion relative to face region for frontal/near frontal faces detec-
ion; and finally ear texture analysis for profile face detection.

The remainder of the paper is organized as follows. The
ext section presents the applied tools and techniques including

uzzy rule-based system and geometric moments. Then Section 3
escribes the proposed system including: the applied skin and lips-
olor segmentation, and the detection algorithms used to detect
rontal/near frontal and profile faces. Finally some implementation
esults on various databases including frontal, near frontal and pro-
le face images are presented and compared to three known robust
lgorithms to show the effectiveness of the proposed scheme.

. Applied tools and techniques

.1. Fuzzy rule-based system

Fuzzy sets theory provides a framework to materialize the fuzzy
ule-based (or inference) systems which have been applied to many
isciplines such as control systems, decision-making and pattern
ecognition [10]. The fuzzy rule-based system consists of a fuzzi-
cation interface, a rule base, a database, a decision-making unit,
nd finally a defuzzification interface [11]. These five functional
locks are depicted in Fig. 1 where the rule base and the database

re jointly referred to as the knowledge base.

The function of each block is as follow:

A rule base containing a number of fuzzy IF-THEN rules.
Fig. 1. A typical fuzzy inference system (FIS).

• A database which defines the membership functions (MF) of the
fuzzy sets.

• A fuzzification interface which transforms the input crisp values
to input fuzzy values.

• A decision-making unit which performs the inference operation
on the rules and producing the fuzzy results.

• A defuzzification interface which transform the fuzzy results of
the decision-making unit to the crisp output value.

In order to perform the inference operation in the fuzzy rule-
based system, the crisp inputs are firstly converted to the fuzzy
values by comparing the input crisp values with the database mem-
bership functions. Then IF-THEN fuzzy rules are applied on the
input fuzzy values to make consequence of each rule, as the out-
put fuzzy values. The outputs obtained for each rule are aggregated
into a single output fuzzy value, using a fuzzy aggregation operator.
Finally, defuzzification is utilized to convert the output fuzzy value
to the real world value as the output.

Mamdani type is one the most commonly used fuzzy inference
method which is employed in this study as well [11]. In this method,
Ri as ith IF-THEN linguistic rules is defined by:

Ri: IF x1 is Ai1 and . . . and xr is Air THEN y is Ci, where xj (j = 1,
2, . . ., r) are the input linguistic variables, y is the output linguistic
variable, and Aij and Ci are fuzzy sets for xj and y respectively. Given
input of the form: x1 is A′

1, x2 is A′
2, . . ., xr is A′

r , where F ′
1, F ′

2, . . ., F ′
r

are fuzzy subsets of U1, U2, . . ., Ur.
The contribution of the rule Ri to Mamdani model’s output is a

fuzzy set whose membership function is:

�C ′
i
(y) = (˛i1 ∧ ˛i2 ∧ · · · ∧ ˛in) ∧ �Ci

(y) (1)
where ˛i is the matching degree of the rule Ri and n is the number
of input variables

The matching degree between xj and Ri’s condition on xj, ˛ij, is:

˛ij = sup (�A′
j
(xj) ∧ �Aij

(xj)) (2)

where ∧ and sup denote the “min” and “supremum” operators,
respectively.

The final output of the model is the aggregation of outputs from
all rules using the “max” operator as:

�C (y) = max {�C ′
1
(y), �C ′

2
(y), . . . , �C ′

L
(y)} (3)

where L is the number of MF’s.
The output C is a fuzzy value, which cannot be applied directly.

Therefore, it is necessary to convert the output fuzzy value into a
crisp one which is achieved using defuzzification process.

2.2. Geometric invariant moment
Geometric invariant moment technique which is based on
theory of the algebraic invariant, attempts to extract Rota-
tion/Scale/Translation (RST)-invariant visual features. This type of
features which was firstly introduced by Hu [12], has been suc-
cessfully applied in aircraft identification, texture classification,
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where Z ∈ {Skin, Rather Skin, Low Probability Skin, Non-Skin}.
To achieve the crisp output, centroid method is chosen, which

is the most widely used one among all defuzzification approaches
[10]. MF’s of the input and output is depicted in Fig. 2 where the
P. Moallem et al. / Applied Sof

adar images and optical images matching [13]. Two-dimensional
oments of a digital image are given as:

mpq =
∑

x

∑

y

xpyqf (x, y)

p, q = 0, 1, 2, . . .

(4)

here f(x, y) is the value of the digital image in (x, y) coordinate.
The corresponding central moment is defined as:

pq =
∑

x

∑

y

(x − x̄)p(y − ȳ)qf (x, y) (5)

here:

¯ = m10

m00
ȳ = m01

m00
(6)

The normalized central moment of order (p + q) is also defined
s:

pq = �pq

��
pq

(7)

here:

= p + q

2
+ 1 (8)

In particular, Hu [12] defines seven normalized central moments
hrough the third order which are scale, position, and orientation
nvariant. In terms of the central moments, these seven moments
re:

˚1 = �20 + �02

˚2 = (�20 − �02)2 + 4�2
11

˚3 = (�30 − 3�12)2 + (3�21 − �03)2

˚4 = (�30 − �12)2 + (�21 − �03)2

˚5 = (�30 − 3�12)(�30 + �12)[(�30 + �12)2 − 3(�21 − �03)2] + (3�2

˚6 = (�20 − 3�02)[(�30 + �12)2 − (�12 + �03)2] + 4�11(�30 + �12)(
˚7 = (3�21 − �03)(�30 + �12)[(�30 + �12)2 − 3(�21 − �03)2] + (3�1

. The proposed system

The proposed system consists of four classifiers and a simple
rbitration algorithm. The first classifier detects skin regions in the
olor input image, while the second classifier detects lips regions in
he detected skin regions. The third classifier is designed to detect
rontal/near frontal faces while the last one is designed to detect
rofile faces. Each classifier consists of an accurately designed FIS
ith proper input features and a likelihood output. Meanwhile, a

imple threshold which is optimized by a genetic algorithm (GA) is
pplied to the likelihood output to finalize the detection. Finally, a
imple arbitrary algorithm qualifies the outputs of the frontal/near
rontal and profile classifiers to detect faces and non-faces regions
s well as the face poses, including frontal/near frontal and profile
nes.

.1. Skin-color segmentation

HSI (Hue-Saturation-Intensity) color space as perceptual fea-

ures of color is a very good choice for skin segmentation, since the
ransformation of RGB to HIS is highly invariant to high intensity at
hite lights, ambient light and surface orientations relative to the

ight source [3]. Using following non-linear equations, RGB color
pace transforms to HSI color space, where the intensity component
puting 11 (2011) 1801–1810 1803

is separated from the chrominance components:

H = cos−1 0.5[(R − G) + (R − B)]√
(R − G)2 + (R − B)(G − B)

S = 1 − 3
min (R, G, B)

R + G + B

I = 1
3

(R + G + B)

(10)

Although in many skin classification research the intensity com-
ponent is omitted, 2D projection of 3D color distribution cannot
completely adapts itself to lighting variation. Furthermore, simply
discarding the luminance information affects the model’s accuracy.
To obtain optimum color space, different fractions of color space
components are tried, and finally the color space ((1/2) H, S, (2/3) I)
is chosen by trial and error. Then over more than one million pixels
gathered from skin samples of different face database, the average
of the chosen color space is computed as the skin vector mean.

After transforming the input image into the chosen color space,
the next step is finding the skin pixels. Mamdani fuzzy system
used, is a 1-input, 1-output system applying the normalized
Euclidean distance between the color of each pixel to the skin
vector mean as an input, and the likelihood of being skin pixel
as an output. Subtractive clustering [14] is applied on input space
(contain 132,000 skin and non-skin pixels) to decide on the
number of membership functions (MF’s) and rules. Utilizing the
obtained four clusters information and experimental knowledge,
input and output MF’s are designed. The semantic meaning is
assigned to each cluster for better understanding. The achieved
rule in skin-color segmentation FIS is:

IF input is Z, THEN output is Z
Fig. 2. (a) Input and (b) output MFs for the proposed skin-color segmentation FIS.
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input “r–g” is the normalized r–g and the output “Lip.P” is the lips-
likelihood, between 0 and 1.

Similar to the skin detection scheme, the result of this stage is
lip-likelihood image. The computed threshold is 0.827 by GA over
42 randomly selected lips samples. The thresholding algorithm on
804 P. Moallem et al. / Applied Sof

nput “d” is the normalized Euclidean distance between the color
ector of each pixel to the vector mean of skin-color space and the
utput “prob” is the skin-likelihood, between 0 and 1. The result
f applying such a system is the skin-likelihood image; that is, the
ray scale image whose gray values represent the likelihood of the
ixel belonging to the skin.

To make a binary image, an appropriate threshold should be
elected which is optimized by GA. GA is the most extended group
f evolutionary technique known, which rely on the use of a selec-
ion, crossover and mutation operators [15]. The threshold is the
hromosome of the GA, whose fitness function compares the whole
etected skin pixels in the sample images with the actual number
f these pixels, and attempts to minimize the different.

Over 45 randomly selected skin samples, the obtained thresh-
ld is 0.8964. It means that the pixel with skin-likelihood more than
.8964 is regarded as the skin pixels. The binary image is formed by
etting skin pixels to ‘1’ and all other pixels to ‘0’. After that, mor-
hological processing, consists of filling holes and opening followed
y closing [16], is accomplished to acquire separate and connected
egions. After labeling the connected components, each region is
pplied as an input for the next step.

.2. Lips-color segmentation

The lips-color classifier searches the whole skin region to find
ips pixels. In the proposed lips-color classifier, the color of pixels
s transformed to the normalized RGB color space using Eq. (11):

r(x, y) = R(x, y)
Max (R, G, B)

g(x, y) = G(x, y)
Max (R, G, B)

b(x, y) = B(x, y)
Max (R, G, B)

(11)
his color space has provided the best results in finding lips [5].
Using the normalized RGB color space within the desired region,

he normalized r–g values are utilized as fuzzy system input. The
roperties and design process of this system are similar with
he skin-color segmentation algorithm. The input space (contain

ig. 3. (a) Input and (b) output MFs for the proposed lips-color segmentation FIS.
puting 11 (2011) 1801–1810

50,700 lips and non-lips pixels) is divided into three clusters using
the subtractive clustering.

The input r–g is recognized by linguistic terms {Lips, Rather Lips,
Non-Lips} for both the input and the output, rules would be:

IF input is Z, THEN output is Z

where Z ∈ {Lips, Rather Lips, Non-Lips}.
MF’s of the input and output is depicted in Fig. 3 where the
Fig. 4. (a–c) Inputs and (d) output MF’s for the proposed frontal/near frontal face
detection FIS.
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ig. 5. (a) Main image, (b) skin regions, (c) skin regions after morphological proces
utput images of lips-color segmentation system, respectively for lips areas found i

he lips-likelihood image makes binary image of the lips regions.
illing the holes and erosion plus opening by reconstruction [16],
re the morphological processing performed at the end of this stage.
here might be a large amount of r in skin-color, especially in cheek
rea. Applying lips-color segmentation algorithm just in the lower
alf skin region, is a new idea, to reduce the false positive in lips
etection system.
.3. Frontal/near frontal face detecting algorithm

In this algorithm, the frontal and near frontal face blobs would be
elected in the skin regions. Decision-making system for frontal and
d–f) 3 separated connected components, resulted after labeling skin regions, (g–i)
ons (d–f) in the normalized RGB color space, and (j) detected face area.

near frontal face detection is a FIS with one output and three inputs.
The first input “A” is the ratio of the lips area to the face area. The sec-
ond input “B” is the tangent of angle between the maximum length
line of face area and the minimum length line of the lips area. These
two lines should be approximately parallel. Angles less than 30 are
acceptable. The third input “C” reveals the similarity of region shape
to an ellipse. This ellipse estimates the face shape. Applying such
inputs, the false positive of algorithm would be the lowest possible

value. Output “Y” expresses the likelihood of a region being face.

Utilizing 100 different face and non-face regions, three sub-
spaces are introduced by the subtractive clustering algorithm to
generate the input space. The inputs and output MFs are illustrated
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Table 1
Geometric invariant moment (GM) values over 10 ear texture sample images.

GM Sample images of ear

1 2 3 4 5 6 7 8 9 10

˚1 5.34 5.20 6.27 5.50 6.14 5.62 5.95 6.02 6.30 5.56
˚2 12.00 11.80 11.67 12.87 13.50 12.12 13.02 12.16 13.36 12.50
˚3 19.56 18.78 20.97 18.82 20.29 21.39 21.69 20.31 22.85 21.34

3.10 22.94 26.42 25.47 25.67 22.54
5.81 45.26 44.59 48.71 49.35 41.22
9.87 29.57 30.38 32.11 32.88 29.69
5.44 45.89 46.21 44.80 41.32 44.59
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˚4 20.65 22.34 25.25 20.28 2
˚5 40.78 43.87 48.09 39.85 4
˚6 26.92 28.35 30.73 26.56 2
˚7 42.40 42.98 41.27 43.01 4

n Fig. 4. The linguistic terms are: {Face, Rather Face, Non-Face} for
oth input and output MFs. The defined rules are:

F input is Z, THEN output is Z

here Z ∈ {Face, Rather Face, Non-Face}.
Regions with more than 0.74 face likelihood are introduced as

frontal/near frontal face. The threshold is selected by GA over 42
andomly selected frontal and near frontal face images. Fig. 5 shows
ifferent steps of the proposed frontal/near frontal face detection
lgorithm applied on a sample image. This algorithm works suc-
essfully for frontal and near frontal faces, in which the lips area
ould be detected, but it has low detection rate for profile faces [17].
o, to compensate this disadvantage, another algorithm, a profile
ace detecting algorithm, is developed. More details are presented
n the following sections.

.4. Profile face detecting algorithm

In the proposed profile face detecting algorithm, the properties
f ear texture are used. First of all, the ear location is estimated by
ts relative position to nose tip. The suggested process of finding
ose tip in [18], is modified to be size invariant.

Suppose (x, y) is the corresponding coordinate of a pixel in a
mage. In the proposed algorithm for locating the nose, x values
long each row which we first encounter a skin pixel in the binary
kin image is searched. With the median of these values (xmedian)
he approximation x value of the face contour is obtained. Then, the

edian of y values in the range of xmedian is calculated (ymedian). In
he last step, the x value of nose tip is introduced as the minimum
f x values in the range of:

median − n

2
< y < ymedian + n

2
(12)

here n is the number of y in the range of xmedian. This method
voids the possibility of locating hair or chin as the nose tip.

After determining the x and y of the nose tip, the ear location
s estimated. Since the y values of the noise tip and the ear are
lose, a horizontal search space which its y value is equal to ynose is
nough. Therefore, the x value of the search space is between the
value of the nose tip and the last skin pixel, in the same y value.
n the other hand, the ear dimension is estimated using area of the
etected face. In the search region of ear existence, the properties
f texture are evaluated. Fig. 6 shows a sample image of the profile
ace, binary skin region, nose location and finally, the search region
or estimating ear location.

After studying various texture classification methods, such
s statistical properties of the intensity histogram (statistical
oments), geometric invariant moment (GM) is chosen to eval-
ate the ear area. A set of 10 ear images is collected to investigate
he moment values. As it can be seen in Table 1, ˚1 and ˚2 are suffi-
ient and more suitable to verify ear texture. It should be noted that,
hese values reveal the absolute values of log of results, applying Eq.
9). Using log, dynamic range would be reduced and the absolute
Fig. 6. (a) Input image, (b) skin region and nose tip position, (c) divide region to
estimate ear position, and (d) detected face in the image by verifying ear texture.

values avoids having to deal with the complex numbers resulted
when the log of negative moment is computed.

Again, instead of applying a crisp threshold, a FIS is designed
based on the ˚1 and ˚2. These two values are employed as the
inputs and the probability of ear texture existence is the output.
Applying the subtractive clustering algorithm over 100 ear and
non-ear image samples, results in two clear clusters, therefore {Ear,
Non-Ear} are chosen as linguistic term where the rules in the pro-
posed FIS would be:
IF input is Z, THEN output is Z

where Z ∈ {Ear, Non-Ear}.
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Fig. 7. (a and b) Inputs and (c) output MFs for the proposed ear texture detection FIS.

Fig. 8. Examples of applying the proposed face detection algorithm on some images of the first experiment (a) main images, (b) skin regions, (c) lips regions, and (d) face
detected areas.
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Table 2
Experimental results on HHI and Champion databases (DR: detection rate).

Face database

HHI database Champion database

Head poses Total Total

Frontal Near frontal Half profile Profile
Algorithm 66a 54a 75a 11a 206a 227a

The proposed method (DR%) 93.9 96.3 94.6 90.9 94.7 97.4
Jing et al. (DR%) 92.4 98.1 92.0 90.9 93.7 95.2
Hsu et al. (DR%) 88.4 90.7 74.7 18.2 80.6 91.6
Mousavi et al. (DR%) 87.9 88.8 65.3 18.2 76.2 92.5

a No. of image.

Table 3
Experimental results over the different face databases (DR: detection rate).

Dataset Head pose

Frontal Near frontal Profile

Bao [21]
Number of images 40 20 5
DR (%) 95.0 95.0 80.0

Caltech [22]
Number of images 80 – –
DR (%) 98.8 – –

Essex [23]
Number of images 70 10 –
DR (%) 100.0 100.0 –

IMM [24]
Number of images 60 40 –
DR (%) 100.0 97.5 –
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Profile images [18]
Number of images –
DR (%) –

Fig. 7 shows the MF’s of the proposed FIS where “phi1” and
phi2” are the normalized inputs geometric moment ˚1 and ˚2
nd “ear-prob” is the output variable. The optimized threshold 0.67
s selected by GA over 36 randomly selected ear images. If the exis-
ence of ear in the region of interest is verified (ear-likelihood is

ore than 0.67), the blob is known as the profile face. Fig. 7 depicts
he described stages.

.5. Final arbitration algorithm

In final arbitration stage, both profile and frontal face detecting
ystem are used to detect faces. So, each skin blob is entered to
oth systems. Depending on the systems response, three different
onditions may occur:

. If none of the frontal or profile systems identify the skin region
as a face, it would be discarded.

. If one of the systems verifies the skin region as a face, that blob
would introduce as the frontal or profile face.

. If the outputs of both systems are positive for one skin region, it
is a face but corresponding pose is unknown.

The regions lie within the third group, could be announced as
ace, but to increase the accuracy of the proposed system, a pose
etection approach is designed and applied for such cases. The posi-

ion of lips area in face region is estimated. The center of x values
f face and lips areas is calculated and their distance is called d1.
eanwhile, d2 is defined as the length of face region minor axis.

egarding these two values, if d1 < d2/4 the detected face is frontal;
therwise, it is a profile one.
– 25
– 92.0

4. Experimental results

To evaluate the performance of the proposed face detection
system, some experiments are carried out with different face
databases. In the first experiment, the HHI face database [19]
including 206 images and Champions face database [20] includ-
ing 227 images, are used. Table 2 shows the detection rates for
the proposed method along by the results of Hsu et al. [7], Jing
et al. [9] and Mousavi et al. [17] face detection algorithms. The
last compared algorithm [17] is another fuzzy rule-based system
which is used FIS’s to segment skin-color and then detect the faces
based on some extracted features. As there are the images with
one face and simple background in these databases, a remarkable
result achieved. It should be mentioned that the images lie within
the half profile group, mostly detected by frontal/near frontal detec-
tion algorithm and some of them (if the nose tip was detectable)
detected by the profile face detection algorithm. Fig. 8 illustrates
some output examples of the proposed scheme.

To demonstrate further effectiveness of proposed
approach, a dataset is formed, containing 350 face images.
Various pose/lighting condition/facial expression/size
(125 × 93–296 × 448 pixels), and images of people with dif-
ferent ethnic origins are included. These images are gathered
from:

1. Bao image database includes 370 face images from various races,

mostly from Asia, with wide range of size and pose [21].

2. Caltech frontal face database, collected by Markus Weber at Cali-
fornia institute of technology. There are 450 face images from 27
persons taken under different lighting/expression/backgrounds
[22].
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some images of the second experiment with various pose and background.
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Table 4
Summarized experimental results over all 783 face image samples (DR: detection
rate).
Fig. 9. Examples of applying the proposed face detection algorithm on

. Essex University image database contains images of 395 individ-
uals, classified in four groups by their variation of background
and scale, versus extreme variation of expressions [23].

. The IMM face database contains 240 still images of 40 differ-
ent human faces, including 7 females and 33 males with various
facial expressions and poses [24].

. Due to the lack of profile face images in above databases, 25
profile faces images are added from [18].

In the second experiment, the performance of the proposed
ethod is investigated among all the images which are divided

nto three groups, according to their frontal, near frontal and pro-
le pose. Table 3 shows detection rates for different datasets and
oses. 98.8% is an acceptable detection rate, obtained for Caltech
atabase, which contain just frontal face images. For Bao database,
he detection rate is slightly lower. Considering wide range of skin

nd lips-color of people of different origins and face images with
arious sizes included in this dataset, the obtained results are still
romising. For images from Essex University and IMM databases,
00 and 97.5% detection rates are achieved respectively for frontal
nd near frontal faces. So, it could be concluded that the proposed
Head pose Frontal Near frontal Profile

Number of images 543 199 41
DR (%) 97.6 96.0 90.2

method has approximately no dependency on facial expressions.
In Table 4, the average results for all images including 783 face

images are summarized. 97.6, 96.0 and, 90.2% correct detection
rates, for frontal, near frontal and profile faces show that the pro-
posed method is the precise and robust face detector in color image.

Fig. 9 illustrates some more results obtained from MATLAB sim-
ulation as well.

5. Conclusion
In this paper, a novel fuzzy rule-based method to detect human
faces in color images was proposed and described, where two
accurately tuned FIS’s were employed respectively to create skin-
likelihood and lip-likelihood image. Then two other accurately
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uned FIS’s were employed to detect frontal/near frontal and profile
ace blobs among the skin regions. The number of rules was selected
y the subtractive clustering and the thresholds were determined
y a GA.

Along with the color information, the position and relative area
f lips, and approximated face shape for frontal faces, and ear tex-
ure properties for profile ones, were used to verify the detected
aces.

The obtained results were presented for HHI and Champion face
atabases and compared to three face detection algorithms. In addi-
ion, the proposed system was applied on wide range of face images
rom different databases and discussed the achieved detection rates
ere presented and discussed. The experimental results showed

hat the proposed system works well in detection of various face in
ifferent poses.

As mentioned before, detecting the profile, near frontal and
rontal faces using a single algorithm, is an important advantage
f the developed system. Moreover; this algorithm, could be used
s the pose detection scheme as well. In final stage of a decision-
aking process, it could be easily decided that the detected face

s either frontal or profile. We are going to estimate the face turn
ngle in images with a little change in the future.

To devise a system that can adapt itself with more view changes,
dding more features such as shape and intensity information to the
ips detection system, and using other features of the profile face
hape to improve the detection rate are possible ways to try.
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